I. Laws and Negative Freedom


The Kantian project of deriving morality from the structure of our freedom runs into a problem when it tries to explain, as most variations of it try to do, how one can give a law to oneself. I will derive the problem from basic assumptions common to most Kantians, and examine its manifestations in some of Kant’s works. I will then examine a modern Kantian account that provides a novel way of attempting to solve the problem, and conclude by offering my own solution, which involves modifying one’s understanding of one of the basic Kantian premises. 
Two Kantian Ideas
The problem arises from the combination of two ideas found in Immanuel Kant’s work. Although these ideas only represent a tiny fraction of Kant’s philosophic output, they are important preconditions for his theories and for those that follow him.
The first idea is that agency involves causation and that causation involves laws. As expressed by Kant in the Groundwork of the Metaphysics of Morals, “the concept of causality brings with it that of laws in accordance with which, by something that we call a cause, something else, namely an effect, must be posited.”
 To be an agent, to will something, is to endeavor to cause that thing to occur. Being a cause, moreover, entails obeying laws. Christine Korsgaard explains Kant’s rationale for this in her introduction to the Groundwork: “the concept of causality includes the idea of acting according to laws: since we identify something as a cause by observing the regularity of its effects, the idea of a cause which functions randomly is a contradiction.”
 This idea is important to ethics because the first step in establishing that agents are subject to the moral law is to establish that agents are subject to laws in general. This was not a foregone conclusion; one might think instead that agency involves acting completely spontaneously, a position that makes it much harder for the moral law to gain traction.


Before I explain the second idea I need to introduce two concepts. The first is rationality. One sense of the word “rational” involves complete obedience to the laws of reason. I will refer to this sense of the word using the phrase “perfectly rational.” A perfectly rational person would be almost superhuman, a paragon of the species. In contrast, the word “rational” can also denote human rationality, the capacity to reason that arguably differentiates humans from the other animals, and that justifies the practice of holding people morally responsible. When I use the word “rational” or “rationality,” this is the sense I have in mind. For example, I would say the following: “One way of describing the Kantian project is that a Kantian starts by assuming that people are rational, and tries to show that insofar as they are perfectly rational, they obey the moral law.”

The other concept is negative freedom. There are many things that this phrase could denote, but the one I have in mind is this: if an agent is negatively free, then no outside influence determines the agent’s choices. This corresponds to Kant’s “negative” definition of freedom in the Groundwork.
 By “outside influence,” I mean anything that is not the agent itself. What that category will include depends on how one constructs the idea of an agent.

Using the terminology just defined, the second idea can be stated like this: if an agent is rational, an agent is negatively free. In the Groundwork, Kant expresses this when he says that “Reason must regard itself as the author of its principles independently of alien influences.”
 Someone who does things under the sway of an irresistibly strong compulsion or because “the voices in my head told me to” is not being rational, and common practice reflects this by drawing a distinction between a moral failure and a psychiatric condition.

Kant avoids entering the free will debate by appealing to the distinction between theoretical versus practical reason: reasoning about how things are versus reasoning about how to act. He argues that “every being that cannot act otherwise than under the idea of freedom is just because of that really free in a practical respect, that is, all laws that are inseparably bound up with freedom hold for him just as if his will had been validly pronounced free also in itself and in theoretical philosophy.”
 In other words, if you must assume that you are free, then, from the perspective of practical reason, you are actually free, because all the laws that apply to free beings apply to you. He continues in a footnote, “For even if the latter is left unsettled, still the same laws hold for a being that cannot act otherwise than under the idea of its own freedom as would bind a being that was actually free. Thus we can escape here from the burden that weighs upon theory.”
 From the standpoint of practical reasoning, freedom is a basic assumption, not subject to metaphysical doubt. I will later try to show that this is not correct—that negative freedom is unstable even as a practical postulate—but for now I assume that, from the practical standpoint, rational agents are negatively free, and when I use the phrase “negative freedom,” unless I specify otherwise, I will be referring to the practical standpoint.

 This second idea is important to ethics because in conjunction with the first idea it establishes that a requirement of agency is taking as a law a law that one gives to oneself, which is what Kant calls autonomy. It establishes this because if agency requires a law, and agency requires negative freedom, then the required law must not be determined by an outside influence. Thus, the law that you act from must be a law chosen by you, the agent, and legislated to yourself. Kant explains that “freedom, although it is not a property of the will in accordance with natural laws, is not for that reason lawless but must instead be a causality in accordance with immutable laws but of a special kind; for otherwise a free will would be an absurdity… what, then, can freedom of the will be other than autonomy, that is, the will’s property of being a law to itself?”
 So the two Kantian ideas serve as the basis for the equation of rationality with autonomy, which is the grounds from which Kant derives his moral theory.

At this point we can state the initial formulation of the problem. To be an agent—to will—one needs a law, and the law needs to be a law given to oneself. However, giving a law to oneself seems to be, itself, an act of the will. Therefore, to give a law to oneself, one must already be an agent, so must already have given a law to oneself. Another way of describing this is in terms of explanations: the law of your agency explains why you acted one way instead of another way. So what explains why you picked your law? There needs to be a prior law to explain, or otherwise you did not pick your law, and are not autonomous. This appears to be a vicious regress, because it looks like there is no way for agents to rationally give laws to themselves for the first time. 
There are four major ways out of this regress. The first way is to transform it into a virtuous regress by denying that there has to be a first time. This would involve something like the claim “an infinite chain of choices cumulatively picks an agent’s law.” I ignore this strategy for escape because it involves solving two problems that seem even worse than the regress itself: giving an account of how finite agents can make an infinite number of choices, and giving an account for why a particular infinite chain of choices came about as opposed to a different infinite chain of choices. The second way is to establish a base for the regress by finding a law that does not need to be chosen, yet is still given to oneself. This, I will argue, is a way of understanding Kant’s deduction of morality in the Groundwork. The third approach is to deny that choosing a law to give to oneself is a separate action from acting on that law. I will suggest that this approach provides a way of understanding Christine Korsgaard’s position in the 2002 Locke Lectures.
 The fourth approach is to reject or alter the two Kantian ideas that lead to the regress, and this will be the preferred solution at the end of my thesis.
Kant and the Regress

In the Groundwork, Kant argues that the condition of autonomy just is the condition of having to pick a law to give to oneself, and that the moral law—the categorical imperative—just is giving a law to oneself. Therefore, the condition of autonomy just is obeying the moral law. He asserts that “the proposition, [that] the will is in all its actions a law to itself, indicates only the principle, to act on no other maxim than that which can also have as object itself as a universal law.”
 Assuming that his identification of the moral law with giving a law to oneself can be made to be successful, this seems to be a solution to the regress. The law that guides an agent’s choice of subsequent laws (or maxims: the distinction between a law and a maxim is one I wish to avoid right now) is the categorical imperative, formulated “to act on no other maxim than that which can also have as object itself as a universal law.” This is a law that does not need to be chosen, because to be autonomous is to already be subject to it. 

This position, however, has a well-known problem, and the problem is a consequence of the way the regress is escaped. The problem is that if willing autonomously involves willing in accord with the categorical imperative, then whenever someone violates the categorical imperative, they have failed to will autonomously. This is an inescapable consequence of using the categorical imperative to terminate the regress, because any chain of law-picking that does not originate in the categorical imperative does not originate at all, which means that (absent another way of escaping the regress) it is not possible. Since we are assuming that autonomy is a necessary condition of rationality,
 this generates the unfortunate conclusion that all bad action is not even humanly rational, let alone perfectly rational. That may be something that we would want to say about certain acts, like the murders of a deranged serial killer, but for everyday venality, cruelty, or closed-mindedness it is much more reasonable to attribute rationality to the agents and hold them morally responsible.

Kant himself understood the need to explain the normativity of reason. He argues in the Groundwork that humans fail to obey the categorical imperative because they are see themselves both as free agents and as sense-objects. For instance, in one passage he writes,
the idea of freedom makes me a member of an intelligible world and consequently, if I were only this, all my actions would always be in conformity with the autonomy of the will; but since at the same time I intuit myself as a member of the world of sense, they ought to be in conformity with it.

This suggestion bears multiple elaborations. One way of expanding it would be to say that insofar as humans see themselves as free—which, as discussed above, means that from a practical perspective they are free—they act morally, but insofar as they do not see themselves as free, they fail to act morally. This interpretation does not seem to help with the problem; insofar as humans see themselves as sense-objects rather than free agents, they are not negatively free, and thus not rational, so all the suggestion is saying is that insofar as they obey the categorical imperative, they are rational, which is exactly the unfortunate conclusion reached above. 
Another way of expanding on it would be to say that a person, as a member of the intelligible world, gives laws to himself as a member of the sensible world. This reading has textual support in passages such as 
the world of understanding contains the ground of the world of sense and so too of its laws, and is therefore immediately lawgiving with respect to my will…it follows that I shall cognize myself as intelligence, though on the other side as a being belonging to the world of sense, as nevertheless subject to the law of the world of understanding, that is, of reason.

This seems deeply problematic. For one, the sense in which the intelligible world contains the grounds of the sensible world, at least when Kant first explains it, is one of generation; the sensible world consists of appearances, and the intelligible world consists of the things-in-themselves that produce them. In this passage, though, “subject to the law of the world of understanding” refers to a law of obligation, not generation or determination. What does it mean to say that the intelligible world (or the intelligible point of view
) obligates the sensible world (or point of view)? Furthermore, even if this can be made coherent, there is another problem. If the person as a member of the intelligible world legislates to the person as a member of the sensible world, then although law is chosen and given by a person as an intelligible and hence rational being, the recipient of the law, who makes the decision about whether to obey or buck the law’s mandate, is made entirely by the person as a sensible being. Since, as sensible beings who lack negative freedom, people are not capable of rational decisions, this would seem to have the consequence that all action—immoral or moral—is not rational.

These considerations apparently influenced Kant, because by the time he wrote Religion Within the Limits of Reason Alone, he had changed his position on whether a negatively free being could will immorally. In Religion, adopting a bad law is a denial of one’s autonomy, and in that sense not perfectly rational, but denying one’s autonomy does not make it go away (although it can render it pointless), so a person who adopts a bad law can still be humanly rational. He writes that the law or maxim that determines the will 
must itself always be an expression of freedom (for otherwise the use or abuse of man’s power of choice in respect of the moral law could not be imputed to him nor could the good or bad in him be called moral). Hence the source of evil cannot lie in an object determining the will through inclination, nor yet in a natural impulse; it can lie only in a rule made by the will for the use of its freedom, that is, in a maxim.
 

Evil maxims are possible; in fact, they must be possible, or it would not make sense to hold people morally responsible as rational beings.

This move, however, reintroduces the regress. If bad maxims are possible, then a negatively free person cannot have already adopted the categorical imperative. For if she was inescapably governed by it, then bad maxims could not be formed, since a bad maxim is a maxim that violates the categorical imperative. Rather, a negatively free person, in virtue of their negative freedom, ought to follow the categorical imperative. An obligation cannot serve as a base for the regress, since an obligation leaves open the possibility of failing to meet it.
 This is a problem that Kant recognizes. He forbids inquiring into “the subjective ground in man of the adoption of this maxim rather than of its opposite,” because the ultimate ground “of the adoption of good maxims or of evil maxims” is “inscrutable to us.”
 Why is it inscrutable? He writes,
If this ground itself were not ultimately a maxim, but a mere natural impulse, it would be possible to trace the use of our freedom wholly to determination by natural causes; this, however, is contradictory to the very notion of freedom.”

So, 

since this adoption is free, its ground… must not be sought in any natural impulse, but always again in a maxim. Now since this maxim also must have its ground, and since apart from maxims no determining ground of free choice can or ought to be adduced, we are referred back endlessly in the series of subjective determining grounds, without ever being able to reach the ultimate ground.

This is just a description of the regress. Adopting a maxim is a choice; a choice requires a subjective ground (i.e., the grounds on which it was made); for the choice to be free the subjective ground must be another, prior maxim; that maxim must also have been adopted.

Kant’s reaction to the regress is to declare that there exists an ultimate ground, a final, unquestionable maxim, but that this maxim cannot be inquired into because one never reaches it. This appears to be a gesture in the direction of transforming the regress from a vicious one to a virtuous one. The ultimate ground would be the reason that the infinite sequence of maxims is the way it is, rather than some other way. Calling this the “ultimate ground,” however, merely names the problem; it does not solve it. And Kant provides no resources for answering the question of how a finite agent could have an infinite series of maxims. Perhaps it is the case that the ultimate grounds of free action lie beyond our powers of inquiry; even so, an infinite regress of maxims seems more like a failed attempt to describe rationality than a successful delineation of the borders of knowledge. So, to continue evaluating strategies for escaping the regress, I now turn to a modern work of moral psychology in the Kantian tradition.
II. Self-Constitution

In the 2002 Locke Lectures, Korsgaard developed a theory of agency that grounds the normativity of practical reason—the hypothetical and categorical imperatives—in the necessity of unifying the self in order to act. Normative principles, in her proposal, are “principles of the unification of manifolds, multiplicities, or, in Aristotle’s wonderful phrase, mere heaps, into objects of particular kinds.”
 The categorical imperative obligates humans because a consistent failure to follow it leads to the dissolution of their identities as people into series of “unrelated impulses.”
 Actions require an agent capable of acting as a single entity; otherwise, they are not actions but mere movements. And since human beings cannot choose not to act, they cannot help but struggle to form a coherent self.

This argument for the categorical imperative draws on the two Kantian ideas discussed above. Korsgaard takes it as given that a causality must have a law. Thus, she argues that particularistic willing—“willing a maxim for exactly this occasion without taking it to have any other implications of any kind for any other occasion”—would have to involve taking the incentive, the thing that “prompted you to consider the action,” to be “your law, the law that defined your agency or your will.”
 Furthermore, the idea that rational choice must be negatively free is implicit in her position that what differentiates action from mere movement is that action must result from one’s “entire nature working as an integrated whole.” She argues that “Movements that result from forces working on me or in me constitute things that happen to me,” that “To call a movement a twitch, or a slip, is at once to deny that it is an action and to assign it to some part of you that is less than the whole.”
 If a movement can be traced to anything other than one’s self—one’s entire nature—it cannot be an action resulting from a rational choice.

With the two Kantian ideas as premises, Korsgaard derives the conclusion that agency requires taking a law as one’s own. As she expresses it, “When you determine yourself to be the cause of your action you must identify yourself with the principle of choice on which you act.”
 (Korsgaard, unlike Kant above, is careful to use “maxim” only as a synonym for “action,” which is doing an “act-A in order to promote end-E.”
 (An “act” is the movement component of an “action”). She uses “principles,” which one takes to be one’s “law,” to refer to the grounds on which one adopts maxims). Because she follows Kant in this, her position may also lead to the regress. “Identifying yourself with a principle”—taking a principle to be your law—seems to be, although I will argue she wants to deny this, an act of will, which in turn requires a principle of choice to explain it.

Korsgaard does not seem to have the same answer to the regress that Kant has in the Groundwork. That is, she does not say that insofar as one is an agent, one already has the categorical imperative as one’s principle. This is indicated by passages such as “on this conception, ‘action’ is an idea that admits of degrees. An action chosen in a way that more successfully unifies and integrates its agent is more authentically, more fully, an action, than one that does not.”
 If one can be acting—albeit not acting in the fullest, most authentic sense—without successfully unifying oneself, then one does not already have the categorical imperative as one’s principle. The categorical imperative, for Korsgaard, is not a principle that one adopts; rather, it is a normative standard for constructing principles. Analogously, modus ponens is not a proposition that one adopts; rather, it is a normative standard for deducing propositions.
 Normative standards determine what one ought to do, but they do not (necessarily) determine what one does do, so cannot help with the regress.

It would seem instead that Korsgaard’s position on the regress resembles Kant’s position in Religion. In the fifth lecture, when she explains how wrong action is possible, she appeals to a distinction between procedural and substantive “justice” that comes from the formal organization of the psyche. In a rational person, the inclinations propose a course of action, and reason chooses whether or not to act on it, to make it into self-law.
 This “procedural justice” is the minimum requirement for human rationality: that reason, not some other part of the mind, legislates action. Whether or not a person has “substantial justice” (what I have been calling perfect rationality), however, depends on what reason decides. Reason, even in a negatively free person, can pick a principle that fails to conform to the categorical imperative, rendering rational bad action possible.

At this point, Kant questions the grounds on which reason picks between a good or bad principle, and finds that there must be a prior principle, itself chosen freely. Korsgaard, however, diverges from Kant here. Kant imagined that the will picks principles outside of time, “prior” to their expression as actions in the world of sense. Korsgaard sees principles as being chosen in time, through the process of agency. As such, the principle for an action is not picked prior to the action; rather, choosing an action is choosing a principle. If I choose to eat in order to satisfy my hunger, I have adopted the principle that hunger provides, at least with all else being equal, a reason to act. This is a solution to the regress, because making a choice does not require a prior law; rather, it expresses a law. Questioning the grounds on which a choice was made becomes meaningless.

Taken by itself, however, this move creates a new problem. If instead we follow Kant’s position in the Groundwork, it is easy to explain why a given law is an agent’s law, as opposed to an externally imposed law. It works as follows: a law is an agent’s own if either it is chosen by the agent or if it is the categorical imperative, and choices are made by an agent if they are determined by the agent’s own law. Starting from the categorical imperative, one can inductively show that a given law belongs to a given agent. In contrast, if the Locke Lectures solution is correct, it is not immediately clear why a given principle belongs to an agent. Because a principle is not adopted by a prior choice, but rather adopted by the choice that it explains, and because the choice that it explains is determined by no prior principle, there is no way of tracing a principle back through time to the originating agent.

This is where personal identity, the other major topic of the Locke Lectures, enters the picture. Korsgaard can argue that the logic of this new problem involves a confused notion of selfhood: it is based on the assumption that for a choice to belong to an agent, that agent must exist prior to the choice. Her position is that personal identity is created alongside one’s choices, rather than prior to them. She argues against the position that one first achieves a unified selfhood that “makes some of your movements attributable to you as yours, and then the choices that lead to your actions express the unified selfhood you have already achieved.”
 Rather, she claims that “there is no you prior to your choices and actions, because your identity is in a quite literal way constituted by your choices and actions.”
 The reason a choice, and hence a principle, belongs to an agent is because that choice creates the agent; as she explains, “What this means is that you constitute yourself as the author of your actions in the very act of choosing them.”
 Insofar as humans self-constitute, their actions belong to themselves, rather than an outside force; insofar as their actions belong to themselves, they are negatively free, and hence rational.

Korsgaard’s position has not yet been presented fully enough to understand why one would think that these claims about selfhood are correct. Assuming that they are correct, however, the fact of self-constitution provides an escape from the regress. It explains how it could be the case that the principle that grounds an action is chosen simultaneously with the action that it grounds. As Korsgaard recognizes, however, self-constitution sounds, on face value, paradoxical.
 Although she believes that, in fact, it is not paradoxical, I will argue that it is, and hence that one cannot base a solution to the regress solely on the Locke Lectures. 
Human and Animal Agency

Before we can state and evaluate the paradox, Korsgaard’s position needs further explanation. The Locke Lectures actually present two parallel theories of agency: animal agency and human agency. Both humans and animals act, and both act autonomously, but the sense in which humans are autonomous is different from the sense in which animals are autonomous, which is why humans are rational and animals are not. The theory of animal agency provides a basis for understanding the theory of human agency, so I start there.

An “animal,” in the Locke Lectures, is a creature that acts—and only acts—on instinct. “Instincts,” in turn, are teleological frameworks for viewing the world; they designate the various ends—food, reproduction, self-preservation—that an animal acts for. For instance, “rabbits are for eating” and “tigers are for avoiding” could be descriptions of instincts. Korsgaard explains that “the world as perceived by the animal is organized around its interests: it consists of the animal’s food, its enemies, its potential mates, and if it is social of its fellows, its family, flock, tribe or what have you.”
 The role of instincts is “to structure an animal’s consciousness, its conception of the world, in ways that will enable it to survive and reproduce.”
 This is not to say that animals cannot be intelligent; many are. However, it is an instrumental or perhaps constitutive intelligence. A dog might learn to shake the table to make a steak fall off, or, in Korsgaard’s example, learn to take a human as its pack-member. What a dog cannot do is create a new end. The human may be a pack-member, but pack-members will always be for companionship and protection.
 Korsgaard is not, of course, claiming that everything we now classify as an animal is like this—perhaps an anthropologist will someday discover evidence that chimpanzees behave in ways that can only be described as creating new ends for themselves—but rather suggesting that the reason we currently classify humans as rational and everything else as non-rational is because we have something like this distinction in mind.

An animal’s instincts make up an animal’s will. They are “the laws of its own causality.” They describe how an animal reacts to the various incentives it encounters as it navigates through the world. She explains, “They determine what it does in response to what, what it does for the sake of what.” Because the animal’s instincts are its law, an animal acts insofar as its movements are determined by its instincts.
 Korsgaard describes this as a kind of autonomy, as opposed to the heteronomy of an animal moving, say, because of a brain lesion. A cat chasing a mouse or rubbing up against a human for companionship is acting autonomously; a cat twitching spasmodically from an epileptic seizure is not. This sense of autonomy is not to be confused with human autonomy, giving a law to oneself, as defined above. Rather, this is the more limited autonomy of being able to act on one’s law, irrespective of its origin.
In addition to being the law of an animal’s will, instincts give the animal its identity as a member of its species. Korsgaard follows Aristotle in saying that an object’s identity comes from an object’s form, or teleological organization. She explains that “According to Aristotle, what makes an object the kind of object that it is – what gives it its identity – is what it does, its ergon: its purpose, function, or characteristic activity.”
 A living thing has a “special kind of form:” it is organized “to maintain and reproduce itself: that is, to maintain and reproduce its own form. It has what we might call a self-maintaining form. So it is its own end; its ergon or function is just to be – and to continue being – what it is.”
 An animal’s instincts dictate the preservation (and reproduction) of itself. They are therefore an important part of its self-maintaining form. If an animal stops acting, it begins to fall apart; animals need continuous maintenance. Because of this, Korsgaard observes that “strictly speaking, being [an animal] is not a state, but an activity.”
 What it means to be a cat is to be continually engaged in the process of staying a cat.

There is a connection to be drawn between an animal’s instincts constituting its will, and an animal’s instincts (partially) constituting its form. Korsgaard again follows Aristotle in holding that “an intentional movement’s vulnerability to standards of success and failure, its intentionality in the sense we want here, derives from the fact that the moving object has a certain form or functional organization.”
 Birds are organized so as to fly, so if a bird flaps its wings and does not lift off, it has failed. Whereas, if a bird is flapping its wings in a telephone booth and dials five digits, it has not failed, because birds are not organized so as to make phone calls. Intentionality is connected to form because an object’s form is what unifies it and gives it its identity as an object. Korsgaard explains, “Since the animal’s form is what unifies it into an individual object, its form is not merely something within the animal. So when the animal’s movement can be attributed to its form, it is the animal itself, the animal as a whole, that moves.”
 This is why it makes sense to characterize an animal’s instincts as an animal’s will; an animal acting instinctually is an animal acting from its form. To will something is to set oneself to be the cause of it coming about, and that is exactly what happens when an animal acts from its instincts. Korsgaard concludes that “to say that an animal’s form determines it to cause a certain effect is to say that the animal determines itself to be the cause of that effect.”


The conclusion this leads to is that animals are self-constituting. They autonomously will themselves to act, and because their actions are determined by their instincts, they act in ways that lead to their own continuation. Because to be an animal is to be a self-maintaining a process, animal action directly makes animals into themselves. Korsgaard, using the example of a giraffe, points out 
the complex role that teleological organization plays with respect to the giraffe’s activities and actions. The giraffe’s actions are both dictated by, and preservative of, its giraffeness. A good giraffe action, such as nibbling the tender green leaves at the tops of trees, keeps the giraffe going, for it provides the specific nutrients needed to constantly restore and refurbish its giraffeness through the nutritive processes. Yet the giraffe’s action is one to which it is prompted by instincts resulting from its giraffe nature.
 
Because a giraffe’s form dictates the preservation of its own form, and because what it means to be a giraffe is to be continually maintaining the form of a giraffe, giraffes are, in a certain sense, self-constituting.

This needs to be qualified with “in a certain sense” because human self-constitution requires human agency, which requires human autonomy, which, as discussed above, goes beyond the requirements of animal autonomy. Because animals only self-constitute in this more limited way, they are not alive in the same way that humans are alive. Korsgaard, following Aristotle, distinguishes between three levels of life, or identity: plant life, animal life, and human life. Korsgaard explains that 
an animal has a kind of identity that a plant lacks. Its consciousness gives it a point of view; it’s also an agent, and it does things; it is not just a substance, it’s a subject, it’s a someone. If it is also fairly intelligent, you can interact with it, play with it, get annoyed at it, or adore it.

This additional kind of identity means that it can be related to in a certain way. Korsgaard argues that an animal is “the proper object of some of what Strawson called the reactive attitudes, or Hume called the indirect passions” because it has an identity as an agent, albeit as an animal agent.
 On the other hand, animals are not the proper objects of moral responsibility; that requires a specifically human identity, formed through human self-constitution. Korsgaard contrasts animal autonomy, “to be governed by the principles of your own causality, principles that are definitive of your will,” with human autonomy, “to choose the principles that are definitive of your will,” and explains that the latter is to be autonomous in “another, deeper, sense.”


The difference between humans and animals arises because humans have an ability that Korsgaard calls self-consciousness. Self-consciousness, to Korsgaard, is an ability to reflect on the contents of one’s own mind; it is not just “recognizing yourself as one of the objects in the public world, maybe even that fellow you see in the mirror.”
 Specifically, self-consciousness grants humans the ability to observe incentives operating within us. For an animal, an incentive is basically a re-description of an instinct; to say that the steak gives the dog an incentive (to eat it) just means that the dog’s instincts represent the steak to it as attractive. In a human, however, self-consciousness turns our attraction to (or repulsion from) something into a mental item.
 (Which, incidentally, changes it from an “incentive” into an “inclination,” a distinction I will not make much of). Korsgaard explains that “our capacity to turn our attention on to our own mental states and activities is also a capacity to distance ourselves from them, and to call them into question.”
 The result is that an inclination is no longer adequate grounds for action; humans need a reason why they should act on the inclination. The ability to question one’s inclinations is the ability to reason, and the result is “liberation from the control of instinct.”
 Although people still have instincts as the source of incentives, “instincts no longer determine how we respond to those incentives, what we do in the face of them. They propose responses, but we may or may not act in the way they propose.”
 

Because humans must decide whether an incentive is reason-giving, the need for principles arises. “Our rational principles replace our instincts,” Korsgaard explains, because “they will tell us what is an appropriate response to what, what makes what worth doing, what the situation calls for.”
 Because principles replace instincts, humans are not restricted to the limited set of ends that their instincts propose. Unlike animals, humans can devise new ends, new reasons for doing things. Moreover, adopting a principle is a decision, the result of a rational deliberation. As discussed above, Korsgaard holds that principles are adopted with the action that they regulate; she states, “We don’t need to think of this decision, and in fact we shouldn’t think of it, as a decision made prior to action: it is a decision embodied in the action.”
 Thus, human decide how they respond to incentives, which means that humans, unlike animals, choose the principles of their own causality.

The fact that humans choose the principles of their own causality means that humans determine their own teleological organization. In other words, humans determine their own form. Korsgaard explains that “your identity as a human animal... is given to you by nature, and you share it with the species. But the form of the human is precisely the form of the animal that must create its own form.”
 This is the sense in which humans have an identity beyond the kind of identity animals have. Animals have an identity as a member of their species, whereas humans have an identity as themselves, as completely unique beings. Korsgaard explains that “Because she is alive in a further sense, then, a person has an identity in a further sense. She has an identity that is constituted by her choices.”
 This identity, which Korsgaard refers to as a “personal” or “practical” identity, “is more essentially individual than a non-human animal’s, because she is free. Constructing, creating, shaping, reshaping, maintaining, improving, in all these ways constituting this kind of identity is the everyday work of practical deliberation.”
 

As a result of this further identity, humans are subject to the categorical and hypothetical imperatives, and proper objects of moral responsibility. The imperatives are the normative standards for constructing identities. Korsgaard explains that “the categorical and hypothetical imperatives are rules for doing this – rules for the construction of maxims. It is because we, unlike the other animals, must choose the laws of our own causality that we are subject to imperatives.”
 Because humans construct their own identities, and because—due to the imperatives—identities can be constructed either well or poorly, humans can be held responsible. These identities are the “I”s that we attribute actions to, the “I”s that we hold responsible, for “a further stretch of the reactive attitudes is appropriate to us. It because we have this kind of identity that we hold one another responsible, answerable, for what we do and what we are.”

The Paradox of Self-Constitution, Part I
Now we can see why one would think that humans self-constitute. Because one’s identity as a person comes from one’s form, and because human forms—human causal organizations—are constituted by one’s actions (or perhaps by the principles that one’s actions embody? Korsgaard never really speaks to this), one’s actions are responsible for creating one’s identity. 

This still leaves open the question, though, of how one can act to create one’s identity before already having an identity. This seems related to the question asked about principles above: if one acts on a principle that is only adopted at the moment of action, how can either the action or the principle be linked to the agent? The preliminary answer to that question was that acting also creates one’s identity as the author of the action: people self-constitute. Does the account of human agency above adequately explain how self-constitution could be possible? 

To address this question, we should first ask why one would think that self-constitution is paradoxical. Korsgaard identifies the “paradox of self-constitution” by asking “How can you constitute yourself, create yourself, unless you are already there?”
 My attempt at a formal statement of the paradox is as follows:
1. If B created A at time T1, B existed before T1

2. If B created A at time T1, A did not exist before T1

Therefore

If A created A at time T1, A existed and did not exist before T1
Let A be a person; for that person to have constituted herself, she must have both existed and not-existed at time T1.
One facile, and wrong, response to this is to say that self-constitution is not A creating A, but A creating B where A is the person and B is the practical identity. This is wrong because insofar as a person can be said to do something, can be in the subject position of a sentence of the form “Sam created X,” then by “Sam” we are referring to that person’s identity. The only thing we could be referring to by talking about a person as opposed to their identity is the physical hardware, the meat, and that is not something one assigns agency to, let alone the task of self-constitution. People only act insofar as their movement is determined by their form, and the form of a human is her practical identity.
Actually, although Korsgaard claims to resolve the paradox at the end of the first lecture, there are two plausible ways the Locke Lectures could be read as answering the paradox. One of the ways can be construed as a rejection of premise one of the formal statement, and the other way can be construed as a rejection of premise two. This ambiguity is possible because the discussion at the end of the first lecture is really a discussion about animal self-constitution, with the suggestion that it also applies to humans. I believe that the analogy is not quite as good as Korsgaard supposes, so work has to be done on the part of the reader to construct a valid argument.
Although the lecture one argument seems to point towards rejecting premise two, language such as this suggests that what the lectures really want to do is to reject premise one:
But the sense in which we must create ourselves in order to be responsible is not that we must literally bring ourselves into being. Rather, we are responsible because we have a form of identity that is constituted by our chosen actions. We are responsible for our actions not because they are our products but because they are us, because we are what we do.

The suggestion in this passage seems to be that, like principles, identities are not created by actions but rather come into being simultaneously with the actions that they ground. In other words, at T1, a human body moved. That movement was action A, and the actor was person P. P is constituted by a set of actions that includes A, in addition to, presumably, the body’s prior actions. P, then, did not exist prior to the movement at T1. Additionally, P is the person who did A, and by doing A, P brought P into being. Thus, P created P at time T1, but P did not exist before T1: premise one is false. 
For this to work, it requires that we alter our naïve understanding of what it means to say that P chose A. One generally assumes that the relationship between a person and the actions they choose includes a causal component: P, in some way, physically causes or leads to the physical causation of A. But because P comes into being simultaneously with A, the relationship between P and A cannot have such a causal component (assuming, as I think we should do, that causation does not work simultaneously). Certain passages in the Locke Lectures, such as this one, suggest that this is precisely what Korsgaard has in mind:
One traditional response to this problem has been to identify action with movement produced by a particular sort of a causal route through the person, say, a route through the person’s psychology. The thought seems to be that a person is more essentially identified with her psychology than with her body, say. So a causal route through her psychology seems well suited to making the movement her own.

But I believe this gets the story almost exactly backwards. The intimate connection between person and action does not rest in the fact that action is caused by the most essential part of the person, but rather in the fact that the most essential part of the person is constituted by her actions.

This is a little ambiguous as to whether “is constituted by” is being used in its sense as “is created/put together by” or is being used in its sense as “consists of,” but if it is the latter, then this passage seems to be a denial that a person’s identity has a causal relationship with the actions it chooses.

To put it another way, consider two possible pictures of the relationship between actions and personhood. One picture is of a linked chain of causation: action 1 constitutes a person, who chooses action 2, which further constitutes the person, who chooses action 3, which further constitutes the person. The other picture is of a chain of actions, caused by philosophically-unimportant brain processes: action 1, then action 2, then action 3. There also is the additional fact that there is a person choosing these actions, but that fact is irrelevant to a neuroscientist trying to explain why the actions occurred. This latter view is the view implied by the claim that a person does not exist prior to the action that constitutes her.


Although there is strong textual support for this reading, it is incompatible with other important aspects of the position, and I will argue that the Locke Lectures are most valuable not read this way. The problem arises when one tries to understand rational deliberation. Self-consciousness examination of our inclinations takes place, at least in some instances, over time. Korsgaard describes deliberation:

I perceive some situation as dangerous, and find myself with an instinctive impulse, an incentive, to run. But when I bring that impulse itself into view, when I reflect on it, then I can call it into question. Shall I run? Does this situation really give me a reason to run? And now I have to decide.

The problem is with how to understand the “I” that is doing the distancing, the reflecting, and the questioning. It would be very strange if the “I” that deliberates is a different “I” than the “I” that actually decides, even if coming to a decision does immediately change one’s identity. The phenomenology of deliberation suggests that the identity who makes a decision exists before the decision is actually made and a principle is adopted.

A second problem—a complementary problem, insofar as it provides a reason beyond strangeness not to deny that the deliberating “I” is the deciding “I”—is that the deliberating agent does seem to have a causal relationship to the action that concludes the deliberation. For if it does not, then either the process of self-conscious reflection does not involve the deliberating agent, or the process does not have a causal relationship to the action. The former is discussed below; the latter cannot be the case because self-conscious reflection has a clear causal role: it causes the outcome to change. The strongest desire can lose out; people are responsive to reasons. Korsgaard explains it another way:

A person’s principles determine what the person counts as a reason. To the extent that the person determines himself to intentional movement, he takes his desire for food to provide him with a reason for going to the refrigerator; and that is not the same as its directly causing him to go to the refrigerator.

Deliberation is a causal process that changes the way decisions are made in the mind; it differentiates humans from animals. And insofar as practical identity contributes to deliberation, it must also play a causal role. This is significant because if actions are caused by prior identities, then it seems much less plausible that they are also “chosen” by an identity that comes into being with them. Either the action->person->action->person chain of causation is the correct view or the (person chooses action), (person chooses action) chain of description is the correct view.  Although an account of personhood where both relations hold between actions and persons is conceptually possible, it seems very strange to say that person P1 is causally responsible for a later action A, but that A was “chosen” by P2.  The most plausible reason for having a non-causal action-attribution relation is that persons are a kind of thing that does not cause physical events. If persons are a kind of think that does cause physical events, then having, in addition to persons’ causation of future actions, a non-causal attribution-relation seems gratuitous and counterintuitive; it needs a rationale better than “it’s convenient because it solves the self-constitution problem.”
There are two other moves one might consider making here. One move would be to say that deliberation is itself an action. Then, the “I” of the “I deliberate” could be the “I” that the deliberation helps constitute, in the same way that the “I” of the “I act” is the “I” that the action helps constitute. Deliberation may play a causal role in acting, but “I” does not play a causal role in deliberating, and because deliberating and then acting is just a sequence of two actions, the “I” who deliberates is changed from the “I” who acts, making the prior existence of the deliberator no longer a problem. 
This move is bad for two reasons. The first is that if deliberating is an action, and if people need to deliberate in order to act rationally, it seems as though one would need to deliberate on whether to deliberate in order to deliberate rationally, which is absurd. The second and deeper reason is that the move undermines the role Korsgaard assigns to rational deliberation: producing the unification of the self. She argues that “there’s a sense in which self-consciousness produces the parts of the soul” by alienating us from our instincts, creating the task of finding principles on which to act.
 Thus,
Once we are self-conscious the soul has parts, and then before we can act it must be unified. At the very same time, and for the same reason, practical deliberation becomes necessary, for free reason need not follow inclination. … And this means that the function of deliberation is not merely to determine how you will act, but also to unify you.

In the Locke Lectures, Kant’s categorical imperative becomes the imperative of self-unification. The struggle involved in deliberation is central to Korsgaard’s ethics: the process of successfully deliberating results in moral action. Deliberation, then, cannot be just another action; rather, it is an essential component of action.
The second move is to say that Korsgaard should not have described deliberation in terms of “I”. The newly constituted practical identity does not actually come into existence until deliberation is complete; a better way of saying “Shall I run? Does the situation give me a reason to run?” would have been “Run? Does the situation give a reason to run?”

There are two problems with this, neither of which I take to be decisive but that cumulatively make the move very unappealing. The first is that this seems at odds with the actual phenomenology of deliberation. Some decisions, requiring immediate action, fly by so quickly that it does seem as though no “I” was involved. But other decisions can stretch for minutes, hours, weeks, and there is no reason to think that one’s sense of self is suspending until a conclusion is reached. Korsgaard does point out that before one unifies oneself through action, one feels torn, pulled in different directions by one’s desires.
 It is different, however, to say that the “I” that deliberates is a divided one than it is to say that there is not an “I” that participates in the deliberative process. Furthermore, in the sixth lecture, Korsgaard discusses deliberating with other people to form a unified will. This shows that deliberation is not a private mental process but rather something that can be talked about, with others, or in your head, and when people talk about their decisions they do say things like “Should I…?” Deliberation seems like something that is done by a person, and the outcome of deliberation seems like it is determined by that person.

The second problem comes from the fact that practical identity is part of the realm of rational discourse. It seems inconsistent to hold that reasons play a causal role in deliberation but that practical identity does not. One view on the nature of decision-making, from the philosophy of mind, is that reasons are post-hoc explanations for why people do things; the actual causes are really brain processes that do not translate into folk-psychology. This view would be consistent with the position that practical identity does not bear a causal relationship to action, but is rather constituted by it or is a way of talking about it. An alternate view is that mental representations of reasons do cause actions, at least to some extent. This latter view is implied by the discussion of deliberation. Even if the “I” is stripped away, deliberation as Korsgaard describes it is still an exchange of reasons, and the fact that the outcome is determined by reasons rather than by inclinations is what distinguishes human beings from animals. Although it is not strictly speaking contradictory to take the position that reasons do play a causal role in actions but that practical identity does not, it is unclear how one would motivate or defend it: it is much more consistent psychologically to hold that if identity, a very important component of folk-psychology, does not have a causal role, then reason-giving, another component of folk-psychology, also has no role.
Deliberation, then, is an important counterexample to a reading of the Locke Lectures that takes self-constitution to imply that an agent comes into existence with the action she takes. Deliberation requires an agent, and deliberation occurs before action, before the moment where an agent sets herself to be a cause. Furthermore, deliberation is a causal process in the mind, so the self that deliberates must in some sense cause the action. Because deliberation is so central to Korsgaard’s analysis of the Kantian imperatives, and because the creation of the parts of the soul through self-consciousness—the fact that creates the need for deliberation—is so central to explaining how human action differs from animal action, this is too important to the overall project of the lectures to set aside. 
The Paradox of Self-Constitution, Part II
Fortunately, the Locke Lectures also suggest a different interpretation of human self-constitution. In the first lecture, Korsgaard gives an explanation of why animal self-constitution is not paradoxical, and she suggests that, by analogy, human self-constitution is also coherent. The best way to relate this explanation to the formal statement of the paradox above is to classify it as a rejection of the second premise, “If B created A at time T1, A did not exist before T1.”
Recall that the will of an animal, Korsgaard holds, consists of that animal’s instincts, and that the form of the animal also consists, in part, of that animal’s instincts. Animals are formed so as to maintain themselves by continuing to produce themselves. Korsgaard points out that “You can’t build a giraffe out of tender green leaves, but a giraffe’s nutritive processes turn tender green leaves into the kinds of matter out which a giraffe is built – giraffe tissues and giraffe organs and so on.”
 In a literal, physical way, animals produce themselves, and by producing themselves they make themselves into their form, which is, the form of a creature that acts so as to produce themselves. Because one of the ways that animals produce themselves is through action—eating tender green leaves, for instance—and because animal action that comes from instincts is, in the animal sense, autonomous, animals can be said to constitute themselves through their action. 
Consider a cat waking up at time T1, and then chowing on some nibbles at a later time T2. By the time it is done eating, it has added a little more tissue/energy to its body, making it so that at a later time T3, a cat exists; we can suppose for this example that it would have died of hunger and would not exist at T3 had it not chowed the nibbles. This is a stronger supposition than is really required to say that the cat was “created” in the sense that Korsgaard means when she says animal self-constitute, since she intends it as an incremental process of shaping and refinement; I add it to make this example doubly clear. Now, I am not sure whether we should say that the cat at T3 was created at T2, T3, or over the time-interval in between them, but it does seem like it must be one of those options, because eating the food explains not only why the cat at that time is the way it is, but why the cat at that time exists at all. It also appears that the cat who woke up at T1 is the same cat that ate the food at T2, since (we can say, by hypothesis) nothing happened in between other than it standing up and walking to the food bowl.
Is the cat at T3 the same cat as the cat at T1, even though it underwent a creation in between? Well, what it means to be a cat is to be continually making oneself into a cat. Being an animal, Korsgaard says, is not a state but an activity. A particular cat is an instance of the form of a cat, and an instance is not a particular moment but a particular “spacio-temporally continuous stream” of, as Korsgaard would put it, catness.
 The cat at T3 partakes in the same stream as the cat at T1; they are the same cat. Therefore, in this example, cat A created cat A at time {T2-T3}, and cat A existed before {T2-T3}. The second premise of the paradox of self-constitution, at least insofar as animals go, is false.

Although the Locke Lectures give a coherent story for how animals could be self-constituting, I argue that human self-constitution, with its additional requirement that the agent in creating itself must be humanly autonomous, cannot be made coherent. Korsgaard suggests that human self-constitution and animal self-constitution work in basically the same way:
The third form of life, distinctive of human beings, or as I will say, of persons, is the life of rational activity. Rational activity, as I will argue, is essentially self-conscious activity, and it is this that leads to the construction of practical identity. Thus personhood is quite literally a form of life, and being a person, like being living thing, is being engaged in an activity of self-constitution.

Animal action leads to the creation of an animal by bodily maintenance; an animal acts in such a way that it continues to live and to maintain its form. Human identity, on the other hand, is not created by maintaining the host body. Rather, one’s practical identity is created directly through choices. The idea, then, would be that a personality is created by its choices in the same sense that an animal body is created by its self-maintaining actions.

The problem with this analogy is that the relationship between an animal and its form is one of maintenance, whereas the relationship between a human and its form is one of transformation. Recall that a person’s form is her causal organization, and the causal organization of a person is her principles, which specify what a person will do in response to a given incentive. The reason that Korsgaard holds that humans are autonomous is that they choose their principles through acting; humans control their own causal organization. A person at time T1, then, may have a different form than at time T2; this is what human autonomy means. But again, what gives a person her identity is her form. This is the sense in which practical identities can be chosen and created. So, a person at T1 may have a different identity than a person at T2. Since it is in virtue of one’s identity that one can be assigned actions, if a person A at T1 performs an action that gives rise to a new practical identity X at T2, and the action changes person A’s principles, then X cannot equal A: person X did not create himself.

This is a weaker claim than that made by premise two of the paradox, but it is strong enough. The original premise was “If B created A at T1, A did not exist before T1.” What I have just argued for is “If person B created person A at T1, and person A’s practical identity differs person B’s, A did not exist before T1.” This is sufficiently strong because the case where person A’s identity changes is the interesting case. If humans are autonomous in the sense Korsgaard argues for, then they do change their practical identities over time.

This conclusion reflects actual practice. People often say things such as “I’m not the same person at forty that I was at twenty,” or “I feel like a totally different person!” This is more than just metaphor; it explains practices of diminishing responsibility over time, such as statutes of limitations. In general, the further back in time a person did something, the less responsible that person today is held for it. Additionally, considerations as to the degree of change seem to affect judgments of responsibility, which is why periodically there is a public clamor to pardon some death row prisoner who has undergone a (usually religious) conversion.

The claim I have made, that if a person’s practical identity at T1 differs from her practical identity at T2 then she is a different person at T1 than at T2, is not the same as the claim that identity does not persist over time. In his book Reasons and Persons, Derek Parfit puts forward the position that the relationship between a person at T1 and a person at T2 is a relationship of psychological similarity, not of personal identity. This is not what I am arguing. Korsgaard, in a reply to Parfit, points out that the necessity of action, which requires an agent to unify his practical identity at the moment of decision, also requires unification over time. She claims that “The sort of thing you identify yourself with may carry you automatically into the future,” since most human action is motivated by concerns that stretch over a sustained period of time: raising a family, for instance, or even going out and getting food, since the hunger will not be satisfied now but in a few minutes. As a result, “you need to identify with your future in order to be what you are even now.”
 This is a strong result, because practical identity can remain constant through changes in other, non-intention-related psychological states, like beliefs or desires; practical identity does not change without a conscious decision that involves adopting a new principle.
Practical identity can and should be understood as unifying a person with themselves at a later time. To act, one must regard one’s future self as still oneself, because otherwise one could never set oneself to be the cause of anything that requires a course of action longer than a single moment. And, insofar as one is carrying out a course of action one decided on previously, one must regard one’s past self as oneself. This necessity explains the other half of common practice: that people do regard themselves ten minutes ago, five minutes hence as being the same person. However, this necessity extends only insofar as one’s practical identity remains the same. If one is not carrying out a decision made five minutes ago, because in the intervening minutes one changed one’s mind and adopted a new principle, the necessity of regarding the author of that decision as oneself is no longer exists. In other words, because the necessity of regarding oneself over time as a single person comes from trying to act in unison with one’s past and future selves, as soon as a person no longer wants to act in unison with a past self that necessity goes away.

I have just argued that insofar as two people have different practical identities, they can be different people; they do not need to be the same. This does not prove that insofar as two people have different practical identities, they are different people. Rather, it blunts the common-sense objection that we regard ourselves as the same from moment to moment, and it adds more evidence to my claim that Korsgaard’s conception of practical identity, to be consistent, should say that if two identities differ, they belong to different (although possibly similar) people. Nevertheless, one can imagine an objector proposing that if two practical identities are sufficiently similar—say, in disagreement about only one principle—then they are the same, not just similar enough for practical purposes. The objector must make this strong claim—an actual identity relationship between one practical identity and another
—because this is the claim needed to show that it is possible for a practical identity to exist prior to its creation if it differs from its predecessor identity.

There are two versions of this proposal. In one version, the identity relation for personal identities is transitive and in the other it is not. In other words, if we form a sequence of a human’s practical identities at time T1, T2, T3… TN, does an identity between every two adjacent members of the sequence imply that the identities at T1 and TN are the same? If it does imply that, if it is transitive, then this proposal would have to hold that, barring non-continuous change such as brain trauma, people are the same individual at age eighty as they are when they are born. Moreover, the sense in which they are the same must be a strong sense, capable of supporting things like responsibility attribution, because that is the sense required by the claim that humans are self-constituting, that, as Korsgaard puts it, “it is because he makes himself into a particular person, that we hold him responsible for being who he is.”
 This position verges on the absurd. People change unrecognizably over their lifetimes; claiming that someone is as responsible for what they did fifty years ago as if they did it yesterday goes strongly against common sense. Furthermore, to keep things from getting out of control (I am the same person as I as a baby, who was similar to Brad as a baby—babies have very simple practical identities—therefore, I am Brad), there will probably need to be a requirement of spatiotemporal continuity, a requirement which causes problems as soon as someone mentions teleporters. This position may be internally coherent, but it does not accord well with either actual moral experience or philosophic thought experiments.

The non-transitive version of the proposal is more interesting. Cashing it out might require a more detailed explanation of how, exactly, personal identities are shaped by actions than Korsgaard provides, but it seems like what would follow from it is that people are partially self-constituted. Some aspects of one’s practical identity come from choices made years ago; some aspects come from choices made yesterday. And although a person probably is identical with herself yesterday, she is probably not identical with herself years ago (“probably,” because this will depend on how the similarity standard is constructed, and on how different the person is now from how she was). So, people are partially autonomous; some parts of themselves they adopted freely, while other parts of themselves were chosen by an outside force: i.e., their past selves. The idea that people are responsible for certain parts of who they are, but not others, does actually seem reasonable. But this is a very strange way of getting to this conclusion. It has the consequence that whether or not a certain principle P was autonomously adopted by your current self depends on how much your other principles have since changed, because if your other principles have changed too much you will no longer be identical with the self that chose P. That seems like a very bad consequence, and finding others like it should not be too hard, so I suggest that we abandon this proposal.

Self-constitution requires either that a self can constitute something in the moment of its creation, or that the constituted self exists prior to the constitution. The former conflicts with Korsgaard’s story about how rational deliberation differentiates humans from animals, and the latter requires that practical identity does not change, which it has to do for humans to be autonomous. Because self-constitution is necessary to understand how it could be the case that the principle that grounds an action is adopted simultaneously with the action, the Locke Lectures leaves us without a working solution to the regress.
III. Mindfulness and Freedom

As it stands, then, there is a problem about how there can be humanly rational, but not perfectly rational, personalities. Here is a loose restatement of the problem:

1. To make choices is to be an agent, and agency requires a law.
2. A rational person is negatively free. That is, her choices must not be attributable to something outside of herself.

3. For a person to be spontaneous, she must have chosen her own law.
4. This choice—choosing her own law—requires her to be an agent.
5. Having a law thus requires already having a law.

Kant’s initial solution to the problem was to try to show that a spontaneous person already is someone: she is a person who has the categorical imperative as her law. The problem with this approach is that someone who has the categorical imperative as her law would never choose in such a way that she would become someone who did not have the categorical imperative as her law. So if Kant was right in his initial formulation, we would all either be irrational—not even humanly rational—or we would all follow the categorical imperative. This goes against the intuitive understanding of wrong action: that most if not all people act wrongly from time to time.

Kant apparently recognized this problem, because he later changed his mind about what a spontaneous person would necessarily do. He held that for each person there is a moment of choice where the will has to choose between the categorical imperative and the principle of self-love. A pure, divine will would choose the categorical imperative, but human wills are subject to incentives that push them away from it. The problem with this is that this reintroduces the necessity of a choice for someone to arrive at the categorical imperative as their law. They can follow their incentives, or they can resist them. The reintroduction of an initial choice undercuts the progress Kant made on the problem in the Groundwork; again we can ask how this initial choice can be made prior to the person being an agent.

Korsgaard’s position in the Locke Lectures seems to involve a denial of the “already” in step five of the problem, above. Choosing a law does not require already having a law because choosing a law occurs through action. But then explaining action—specifically, how it attaches to an agent—requires the introduction of personal identity as a self-constituting process. 
I argued above that the self-constitution of practical identities is paradoxical. There is a continuous process of identity production, but because identities change, one cannot say that one constitutes oneself. A more accurate way of describing a person’s creative relationship with her identity is that she is continually constituting her future self. A forty-year-old is determined, in part, by herself at age twenty, who was in turn determined by herself at age ten. These three people may be very closely related, but they are not the same person in the strict sense required to say that the woman self-constituted.
If this is right, then the problem of how there can be rational people is not yet solved. It seems like no one is negatively free at all; each decision a person makes is determined by his identity, and his identity was determined by his past choices, stretching back to the moment of birth, which was determined by biology.
At this point, we have discussed representatives of all the major responses to the law-choosing regress, with the exception of not entering the regress in the first place. Although failure to find a solution to the regress on one of the paths we have explored does not prove that one does not exist, it does suggest that it is a deep enough problem that avoiding it in the first place would be desirable.
It is interesting to note that although we only assumed that rational actors are negatively free from a practical perspective (i.e., that in choosing what to do agents must assume that they are not determined by outside forces), what we have arrived at is a problem that sounds very much like the classic critique of freedom from a theoretical perspective. That is, actions are determined by the constitution of the person, and the constitution of the person is determined by past action, which is determined by constitution, back to the moment of conception. (Or, to allow for the possibility of indeterminism, that actions are determined by one’s constitution insofar as they are not determined randomly). The observation that fuels this argument is that all action seems to have a cause. Analogously, from the practical perspective, all action seems to have a reason. A reason requires a law, and a law requires a reason, and so on. This also becomes a regress back to the moment of conception when one argues, as I did above, that reasons must play a causal role in deliberation.
The theoretical regress is a hard problem to escape, as ongoing debate about free will shows, because denying it seems to require denying that we live in a world of physical laws. It is not so obvious why the practical regress cannot be escaped. Although all action probably does need to have a cause, it seems at least possible that only some action has a reason. This possibility is controverted, however, by the second Kantian idea, step two of the loose statement of the problem above. An action that is caused, but does not have a reason, must be determined by an outside force: some part of the agent’s psychology that is not identified with the agent’s rational self.
Denying or revising the second Kantian idea, then, would make clear how explaining action from the practical perspective does not just degenerate into explaining action from the theoretical perspective, although at the cost of diminishing the sense in which we can say that agents are practically free. For similar reasons, it offers an escape from the regress; if some of an agent’s choices can be attributable to forces outside of herself, then it is possible for the agent to have a law that she did not fully choose, so the regress is avoided.
However, suggesting that rational agents are not negatively free seems like an odd move to make. How can one give up this claim without hopelessly compromising the Kantian project? I will argue that a revised understanding of what it means to be humanly rational, an understanding that does not insist on negative freedom, is both psychologically sound and compatible with Kantian ethics.
Mindfulness as Reflective Distance

According to the picture emerging from contemporary psychology, human agency on an everyday basis is far more automatic and unreflective than is traditionally assumed. No one would be surprised to hear that a learned motor activity such as typing is performed automatically, in the sense that although a typist is generally conscious that he is typing, he is not conscious of what his fingers are actually doing. What is less apparent is that complex social and verbal behaviors are often as equally automatic. Psychology professor Ellen Langer has conducted a series of experiments to demonstrate the inaccuracy of “the image of man or woman as a creature who, for the most part, attends to the world around him or her and behaves on the basis of reasonable inferences drawn from such attention.”
 Rather, she believes that actions are more often driven by past inferences and preexisting rules than fresh sensory data.

For example, in one experiment, random library-goers using a copier were approached by an experimenter who asked to use the machine, saying “May I use the Xerox machine?” or “May I use the Xerox machine, because I have to make copies?” or “May I use the Xerox machine, because I’m in a rush?” In half the trials, the experimenter had a stack of fewer papers than the amount of pages the subject was trying to copy, and in the other half the experimenter had a stack with a greater number. The hypothesis, which was confirmed by the data, was that for the large stack of papers, the subject would be more likely to consent when told the experimenter was in a rush, whereas the other two statements, neither of which gives an explanation for why the experimenter should get to go first, would elicit the same, lower level of compliance. But for the small stack of papers, the hypothesis, again confirmed, was that “because I have to make copies” and “because I’m in a rush” would do equally well, and better than the unexplained request. The reasoning is that because the stakes are lower, the subjects do not actually bother processing the explanation; rather, they just listen for the generic form of an explanation, whether or not the reason given makes sense.
 In other words, most people, approached by a stranger and asked for a favor, in the absence of a strong personal motivation to pay attention, make a decision and reply without actually reflecting on what the stranger said. 

Langer’s research is indicative of a general trend in psychology. Christopher K. Germer explains in the book Mindfulness and Psychotherapy that cognitive psychology is undergoing a “second cognitive revolution: a new understanding that much of what we think, feel and do is the consequence of unconscious, ‘implicit’ processes.”
 Likewise, in an article in the Journal of Personality & Social Psychology, Kirk Warren Brown and Richard M. Ryan write,
An explosion of research over the past decade has highlighted a distinction between implicit and explicit psychological processes. Implicit processes… are those that become active without conscious choice, effort, orientation. … Priming and implicit classification tasks have revealed the implicit or automatically activated aspect of a number of social and personality phenomena, including attitudes, self-esteem, and motives.

Implicit processes, unlike thoughts in the Freudian unconscious, are not mental states that have been repressed, but rather automatic processes that do not require conscious attention to proceed.

The implication of this research is that reflective distance—the ability to question one’s inclinations that Korsgaard attributes to self-consciousness—is not as fundamental to the notion of human agency as was supposed. Many movements that we count as being the actions of a rational agent are not actually reflective in this sense; rather, unexamined impulses led to their performance. As it turns out, however, the degree to which action is determined by these preexisting but unacknowledged schemas and attitudes varies from person to person and from situation to situation, and furthermore, this variation can be controlled by effort on the part of the agent. Research on this topic centers around “mindfulness,” a concept that, for the most part, grew out of Buddhist and Vedic psychology, but has since been adopted by neuroscientists, psychologists, and therapists in the Western tradition. “Mindfulness” can refer to a range of related topics, including “a theoretical construct (mindfulness), a practice of cultivating mindfulness (such as meditation), or a psychological process (being mindful).”
 I will use it, unless otherwise noted, to refer to the psychological process. Additionally, I will talk about “being more or less mindful,” which is to be engaged in the process to a lesser or deeper degree, and about “being a more mindful person,” which is to tend, over the course of a typical day, to be more mindful at any given moment. 

So what is mindfulness? Different theorists give varying criteria, but the common element in their descriptions is that mindfulness involves the intentional direction of one’s attention, in a way that makes one more aware of, but simultaneously distances oneself from, one’s mental events. Descriptions of mindfulness strikingly resemble Korsgaard’s description of self-consciousness. For instance, Scott R. Bishop, in an article published in Psychosomatic Medicine, explains:
Mindfulness seems to reflect a kind of meta-cognitive ability in which the participant has the capacity to observe his or her own mental processes. This process of “stepping back” and observing the flow of consciousness is thought to result in the recognition that each thought and feeling reflects a mental event with no more inherent value or importance other than what the practitioner affords them. There seems to be a shift in perspective from automatically accepting the validity or relevance of each thought, to the suspension of commitment to any one thought or perspective. Thoughts are therefore treated as potentialities pending further evidence. Similarly, affect states are not inherently “pleasant” or “unpleasant” but are merely observed as mental events.

This description captures the idea of self-consciousness giving rise to reflective distance. Awareness of incentives, and other thoughts, as mental items eliminates the tendency to automatically take them as reason-giving. In an article published in the Journal of Psychotherapy Integration, Jeffrey R. Martin explains that mindfulness leads to a “psychological freedom,” both from “the views of others (e.g., family, peers, culture, or government authority),” and from “one’s own habitual view of self and the world.”
 Mindfulness involves the ability to reevaluate principles and operate independently of preexisting incentives.

Research confirms that more mindful people are less determined by implicit processes. Brown and Ryan developed a scale called the MAAS, or Mindful Attention Awareness Scale, for operationalizing the construct “mindfulness” and measuring its level in an individual. The scale asks a series of questions designed to target non-mindful behavior, and is reverse-scored: questions include items such as “I could be experiencing some emotion and not be conscious of it until some time later.”
 They found that practitioners of meditations aimed at cultivating mindfulness scored significantly higher on the scale than members of the general public, with active practitioners scoring higher than former practitioners, which, in addition to other research, suggests that their “mindfulness” construct does indeed track how mindful a person it.
 They then demonstrated a correlation between high scores on the MAAS and high levels of awareness of implicit processes. He explains: 

An important point of discussion in this area of research is whether and how individuals can be aware of implicit constructs and processes. One way in which such awareness could be demonstrated would be through concordance, such that responses on an explicit measure of a psychological construct match those of the implicit counterpart.

In other words, self-reports of individuals about their attitudes corresponded more closely with indicators of their implicit attitudes for individuals who scored higher on the MAAS than for those that did not. This suggests that mindfulness can bring implicit processes into conscious awareness. 

One of the important characteristics of mindfulness is that it is creative. While mindful, people can generate new ways of understanding and hence structuring the world. This was suggested by Martin’s claim that mindfulness involves a liberation from one’s own habitual views, but is important enough to warrant further discussion. Langer, who writes extensively on both mindfulness and mindlessness, explains that a hallmark of mindlessness is entrapment by categories. “We experience the world by creating categories and making distinctions among them,” she explains: “‘This is a Chinese, not a Japanese, vase.’ ‘No, he’s only a freshman.’ ‘The white orchids are endangered.’ ‘She’s his boss now.’” Insofar as one is mindless, one tends to interpret new input in terms of already existing categories. However, insofar as one is mindful, one can discard ineffective categories and create new ones.
 Although Langer’s construct of mindfulness is defined more explicitly in terms of category-creation than the process of awareness and distancing we have been talking about, her views concur with the general consensus. Martin explains that
mindfulness essentially disentangles mental gestalts so that each can be held in view. It accomplishes this by observing alternatively possible figure in relation to alternatively possible backgrounds. Thus, it provides the freedom to choose among them.

By a gestalt, Martin means a holistic way perception; he is arguing that mindfulness allows one to hold mutually exclusive perceptions side-by-side in one’s mind, allowing one to take apart a situation and put it back together in a new way. 
Langer’s categories and Martin’s gestalts are related to Korsgaard’s principles. Principles, recall, are the rational replacement for instincts, and the role of instincts are to structure the consciousness by organizing the world around one’s interests. So the ability to restructure the world is suggestive of an ability to create new principles. I suggest that mindfulness, then, both allows incentives to be questioned—as Korsgaard suggests self-consciousness does—and resolves the questioning by allowing the creation of new principles.
So far, mindfulness sounds as though it could be psychological evidence for Korsgaard’s theory of rational deliberation. However, mindfulness differs from self-consciousness in that it is not always present, or not always present to the same degree, during human action. Rather, different people can be more or less mindful people than each other, and a person’s different actions can be more or less mindful. This may just be a difference in emphasis from Korsgaard’s position; she claims that deliberation may be done more or less well, and that this explains bad action. I suggest that we understand deliberation being done “more or less well” in terms of it being done more or less mindfully. Since the degree of mindfulness indicates the degree to which a person can distance themselves successfully from their various inclinations, and since mindfulness allows for the creation of new principles, this equation seems natural.

Importantly, the degree to which an action, or a person, is mindful is a matter of effort. Mindfulness can be consciously controlled by an individual. As mentioned above, certain practices of meditation, which typically involve repeatedly bringing one’s attention back to the present moment, can increase one’s degree of mindfulness. A meditation practice generally has the dual goal of entering an intensely mindful state in the current moment and making oneself into a more mindful person for the future. Studies have shown that practicing meditation, even for only eight weeks, leads to changes in brain activity patterns.
 Control over mindfulness—refocusing one’s attention to the present—does not only have to occur in the context of meditation. Germer explains that 

People may practice mindfulness with varying degrees of intensity. At one end of a continuum of practice is everyday mindfulness. Even in our often pressured and distracted daily lives, it is possible to have mindful moments. We can momentarily disengage from our activities by taking a long, conscious breath.

At the other end of the continuum we find monks, nuns, and laypeople who spend a considerable amount of time in meditation. When we have the opportunity to sit over sustained periods of time with closed eyes, in a silent place, and sharpen concentration on one thing (such as the breath), the mind becomes like a microscope and can detect minute mental activity.

Mindfulness, and hence good deliberation, is something that involves effort. Deliberating poorly or well is not something that happens to a person; it is something that a person controls by the degree to which they control their attention.
Effort and Freedom

At this point I am ready to explain the sense in which I am proposing to revise the second Kantian idea, that rationality requires, from the practical perspective, the supposition of negative freedom. I will first explain the proposal and how it helps with the regress, and then discuss why one would think the proposal is correct and how the proposal is consistent with a Kantian position. The proposal is that acting rationally requires, from the practical perspective, a supposition of, not negative freedom, but a different kind of freedom which I will call effort freedom. Negative freedom is the proposition that no outside force determines an agent’s choices. Effort freedom is the proposition that the agent determines the degree to which the agent is mindful, and that this determination is experienced by the agent as effort. One way of understand the relationship between the two conceptions is that if an agent has effort freedom, then the agent can, through force of will, adopt the degree of mindfulness necessary to preclude any given outside force from determining the agent’s choice. Effort freedom is more basic than negative freedom; it expresses the ability one has to determine one’s ability to make choices, whereas negative freedom assumes that one can always make choices

Effort freedom, then, unlike negative freedom, is compatible with an agent’s choice being determined by an outside force. Because of this, there is no absolute requirement that the law of one’s causality be one’s own law. Since this is the case, one cannot create a vicious regress by asking on what grounds one adopted one’s law, because the regress can always be terminated by explaining that the law in question was determined by an outside force. Furthermore, one cannot ask on what grounds one’s level of mindfulness was adopted. Mindfulness levels are adopted by effort, not by legislation; attempting to explain strength or weakness of the will in terms of chosen principles is incoherent.

Beyond the ability of effort freedom to resolve the regress, the reason to think that rationality implies effort freedom but not necessarily negative freedom comes from an analysis of the phenomenology of deliberation. I argue that the fundamental experience of practical reason is not choosing between alternatives but struggling to maintain control of one’s agency. Consider first an easy case for effort freedom. Sam has a major project at work that he needs to get done, but when he sits down at his desk he notices ten new emails in his inbox. He knows that he should work on the project rather than read the emails; in fact, he wants to work on the project because he hopes to be able to finish by the end of the day and spend the evening celebrating. However, the work requires careful thinking, and the effort—especially the effort to get started—seems intensely onerous to him. The emails, on the other hand, are invitingly easy to read; he habitually clicks through new mail when he sits at his desk, and slipping into that familiar rhythm seems almost inevitable. A traditional, negative freedom interpretation of the story would have us believe that if Sam reads the emails, it is because he identified himself with his inclination to do so. Perhaps this identification resulted from a short, poorly executed deliberative process, but for Sam to be humanly rational, at some level he must have chosen a principle that favors the emails over the project. A more believable picture, though, and one that takes into account that humans behave more automatically than we tend to realize, is that Sam intends to start the project even as his mouse moves to open the first email. An outside force—his habit of checking the emails, combined with an aversion to intellectual work—determined his choice against his better judgment. If human rationality requires negative freedom, then it is not clear how one can struggle with temptation and lose. On the other hand, explaining what happened in terms of mindfulness is simple; Sam was not mindful enough to overcome the impulse.

Moreover, if Sam succeeds in resisting the inbox and starting his work, one can also explain how this happens in terms of mindfulness. Sam forces himself to draw back and examine the temptation to check his mail, and forces himself to draw back and examine the aversion to starting work. Examined in such a way, they lose their motivating power, and Sam can then easily begin the project. Situations like Sam’s are the rule, not the exception. Insofar as anyone completes any kind of project, they successfully ignored countless temptations and opportunities to deviate from their goal. Furthermore, it is very easy to slip into minor addictions. That most of America immediately turns on the television when they arrive home from work is just one example. Humans are engaged in a continual struggle to control their attention, and this struggle is the fundamental experience of freedom; the freedom to try harder or to let it go.

Let us turn to a harder case for effort freedom. Jill is torn between spending the afternoon reading a book, and spending it walking outside with her friends. Here, it seems to be the case that Jill is deliberating between two choices, not struggling to be mindful. This, however, is an illusion. If Jill is deliberating between two choices, what could she be doing in her mind? One thing she might be doing is imagining what it would be like to spend the afternoon reading a book, and what it would be like to spend the afternoon outside. If this is the case, this is not an exercise of practical reason; rather, this is theoretical reason making a prediction about her future experiences. Perhaps Jill is trying to figure out which will be more fun. If so, then Jill is not making a choice; rather, she has already adopted a principle—having fun—and is now just trying to figure out the best means to the end. Or perhaps Jill is imagining her two potential futures in order to avoid the effort of coming to a decision; eventually, she will stop procrastinating, gather herself together, and just pick one.

I think this expresses an important point about what it is like to adopt a principle. One does not, outside of a philosophy classroom, conduct a mental debate between competing values, The Written Word versus Fellowship in Nature. Such things tend to be completely incomparable, anyway; what possible knockdown argument could there be? Settling on a principle is an intuitive, creative act. Reason dictates which principles are permissible to pick among, but one cannot reason one’s way to a principle. Rather, principles are adopted through creative insight, made possible, as discussed above, by mindfulness. A moment of insight, furthermore, does not require a conscious choice; when one has an insight, one says that “the answer popped into my mind.” So, the work of the conscious mind, in the process of picking a principle, is to bring oneself to a state of mindfulness in which this insight becomes possible. Even when picking a principle, the subjective necessity one faces is not the necessity of decision, but rather the necessity of effort.

Another way one might try to judge between rationality entailing negative freedom and rationality entailing effort freedom is how well the two conceptions support attributions of responsibility. The answer, I think, is equally well. For negative freedom, holding an agent responsible for a making a bad choice is justified by the fact that no one but the agent could have made that choice. For effort freedom, holding someone responsible for making a bad choice is justified by the fact that, if some force external to the agent determined the choice, then the agent did not try hard enough to be mindful. If one believes that responsibility depends on freedom as viewed from the theoretical perspective rather than from the practical perspective, one might argue against these attributions based on the grounds that, for instance, the choices could not have been made otherwise, but this is equally problematic for either conception of freedom. Responsibility does not provide a good way of distinguishing between the two concepts of freedom.

The phenomenology of deliberation, as we have seen, supports the identification of effort freedom with human rationality. Our intuitive sense that we are in some way “free” does not come from the fact that we take ourselves as not acting on foreign impulses. Rather, it comes from the fact that we can struggle, successfully, against acting on foreign impulses. Furthermore, that rationality requires negative freedom is a stronger claim than that rationality requires effort freedom, and the net philosophical effect of adopting the stronger claim is to enmesh us in a difficult-to-escape regress. Finally, in the next section, I show that effort freedom is compatible with the Kantian project by sketching a derivation of the categorical imperative.
Normativity and the Categorical Imperative
The first step is to argue that if one is completely mindful, then one will act on the categorical imperative. The more mindful a person is, the more of her mental processes are brought under her conscious observation. The result is that the person is able to distance herself from them, shrinking the set of mental items she identifies with. Martin notes that “the psychological freedom that is mindfulness seems associated with a disidentification with any permanent sense of self.” 
 This is because mindfulness allows the examination of and distancing from a person’s own self-concept. A mindful person is not trapped by her prior identity; she can transform and grow in any direction. Taken to its limit, then, the mindful self in the moment of deliberation is not identified with any contingent element of her mental state. The only thing not contingent about a person’s mental state, however, is that she is a person, someone with the capacity to be mindful. So, a completely mindful person in the moment of deliberation identifies as a person, nothing more.
As in the Locke Lectures, we assume that acting requires a principle. A completely mindful person can only act on a principle that is addressed to her as a person; a principle that is addressed to her in virtue of any contingent property would not actually be addressed to her since she does not identify with any contingent property. So, to act, a completely mindful person must act on a principle that addresses people insofar as they are people. A principle that addresses people insofar as they are people, however, is a universal law. So what we have just shown is that a completely mindful person will form her principles in line with the categorical imperative. Interestingly, traditional Eastern meditative traditions also hold that a person who reaches the deepest levels of meditation will spontaneously act rightly.

The second step of the argument is to establish a relationship between mindfulness and reason-giving. Korsgaard, in her book The Sources of Normativity, gives an illuminating discussion of the psychological potency of reason-giving:

If I call out your name, I make you stop in your tracks. (If you love me, I make you come running.) Now you cannot proceed as you did before. Oh, you can proceed, all right, but not just as you did before. For now if you walk on, you will be ignoring me and slighting me. It will probably be difficult for you, and you will have to muster a certain active resistance, a sense of rebellion. But why should you have to rebel against me? It is because I am a law to you. By calling out your name, I have obligated you. I have given you a reason to stop.

What Korsgaard has noticed is that reasons carry with them an incentive. By telling someone to do something, by giving them a reason why they should do it, one gives that person an incentive to obey.

There are three ways one can respond to a reason. The first way is to adopt the reason into one’s law, and follow it. The second way is to be mindless and simply let its incentives work on one. If one has contrary incentives that are strong enough, then perhaps one will not submit to the reason’s command. But this matter is out of one’s control, because the only way to guarantee one overcomes an incentive is to be mindful of it. And even if one does overpower the reason with stronger incentives, one still pays the price Korsgaard describes: the difficulty, the requisite sense of rebellion. The third way to respond is to try and mindfully distance oneself from the reason. Reasons, however, unlike ordinary incentives, do not immediately give up their force under reflection. Rather, one must counter them with another reason, a reason why the first reason does not apply to one. Korsgaard continues, “in ordinary circumstances, you will feel like giving me [a reason] back… We all know that reasons must be met with reasons, and that is why we are always exchanging them.”
 In her example of calling one’s name, one needs a reason why she is not a law to one in order to opt out. “Sorry, I must run, I’m late for an appointment,” 
 is the reply: the obligation to come when called only applies to people who do not have somewhere else they have to be. So reasons can be escaped through mindful reflection, but only if that reflection generates a reason for why one does not fall under them.

Above, in the discussion of the perfectly mindful person, we saw that principles addressed to any thing other than one’s personhood can be escaped through sufficient mindfulness. So too with reasons; the deeper the part of one’s self the reason appeals to, the harder it is to reflect one’s way out of it, but since every part of one’s self is ultimately contingent other than one’s personhood, only reasons that appeal to someone insofar as they are a person—only reasons that appeal to the categorical imperative—are ultimately inescapable through mindfulness.

This, then, is why everyone is subject to the categorical imperative. One may ignore a reason that appeals to the categorical imperative, but only mindlessly: only by having a stronger inclination and allowing that inclination to determine one’s actions. There is no way of mindfully distancing oneself from such a reason. Bad action is thus possible for a rational person, but only insofar as that person fails to exert their ability to be mindful. The cost of disobedience is the loss of one’s ability to control one’s own choices, the submission of one’s will to outside forces.

Thus, adopting effort freedom instead of negative freedom as our condition for rationality, we can still reach the Kantian conclusion: that the categorical imperative exerts normative force on each and every person insofar as he or she is rational. Kantians need not be committed to trying to explain the free basis for our laws, looping backwards in an endless explanatory regress. Rather, many, perhaps all of our laws are not adopted freely, in the sense that their determination cannot be traced back to an alien cause. But this does not preclude meaningful freedom and rational responsibility. Rational freedom is the freedom to struggle; rational responsibility is the responsibility for what we struggle for.
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